XML Retrieval

Accessing XML content:

An information retrieval
perspective

Mounia Lalmas
mounia@acm.org




XML Retrieval

Outline

m Introduction to XML, basics and standards

m Document-oriented XML retrieval

m Evaluating XML retrieval effectiveness




XML Retrieval

Outline

m Introduction to XML, basics and standards

m Document-oriented XML retrieval

m Evaluating XML retrieval effectiveness




XML Retrieval

Introduction to XML, basics and standards

What is XML?

Document Type Definition

XML Schema

Querying XML Data (as reference mainly)
— XPath
~- XQuery




XML Retrieval
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XML (eXtensible Markup Language)
m A meta-language (a language for describing other languages)

XML is able to represent a mix of structured and text
(unstructured) information

m Defined by the WWW Consortium (W3C)

developed by a W3C working group, headed by
James Clark.

m XML 1.0 became a W3C Recommendation on February 10,
1998

m At present XML is the de facto standard markup language.
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XML

m XML applications: data interchange, digital
libraries, content management, complex
documentation, etc.

m XML repositories: Library of Congress collection,
SIGMOD DBLP, IEEE INEX collection,
LexisNexis, ...

(http://www.w3.org/XML/)
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XML

m Documents have tags giving extra information about
sections of the document

<title> XML </title> <slide> Introduction ...</slide>

m Derived from SGML (Standard Generalized Markup
Language) but simpler to use

m Extensible, unlike HTML

users can add new tags, and separately specify how the tag should be handled
for display

m Goal was (is?) to replace HTML as the language for
publishing documents on the Web
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XML

m The ability to specify new tags, and to
create nested tag structures made XML a
great way to exchange data, not just
documents.

many of the use of XML has been in data exchange applications, and
not just a replacement for HTML

m Tags make data self-documenting
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Example of an XML document

(from database)

<?xml version= “1.0” encoding= “UTF-8” standalone= “yes”?>
<?xml:stylesheet type = “text/xsl” href = “staff_list.xs]”?>
<IDOCTYPE STAFFLIST SYSTEM “staff_list.dtd”>
<STAFFLIST>
<STAFF branchNo = “B005”>
<STAFFNO>SL21</STAFFNO>
<NAME>
<FNAME>John</FNAME><LNAME>White</LNAME>
</NAME>
<POSITION>Manager</POSITION>
<DOB>1-Oct-45</DOB>
<SALARY>30000</SALARY>
</STAFF>
<STAFF branchNo = “B003”>
<STAFFNO>SG37</STAFFNO>
<NAME>
<FNAME>Ann</FNAME><LNAME>Beech</LNAME>
</INAME>
<POSITION>Assistant</POSITION>
<SALARY>12000</SALARY>
</STAFF>
</STAFFLIST>
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XML - Elements

m Tag: label for a section of data

m Element: section of data beginning with <tagname> and
ending with matching </tagname>

m Elements must be properly nested
Proper nesting
<account> ... <balance> .... </balance> </account>
Improper nesting
<account> ... <balance> .... </account> </balance>

Formally: every start tag must have a unique matching end tag that is in the
context of the same parent element.

m Every document must have a single top-level element

10
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Example of Nested Elements

<bank>
<customer>

<customer-name> Monz </customer-name>
<customer-street> Mile End </customer-street>
<customer-city> London </customer-city>
<account>
<account-number> A-102 </account-number>
<branch-name>  QMUL </branch-name>
<balance> 400 </balance>
</account>
<account>

</account>
</customer>

</bank>

11
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XML - Elements

m Mixture of text with sub-elements:

<account>
This account is seldom used any more.
<account-number> A-102</account-number>
<branch-name> QMUL</branch-name>

<balance>400 </balance>
</account>

Useful for document markup but discouraged for
data representation

12
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XML - Attributes

m Elements can have attributes

<account acct-type = “checking” >
<account-number> A-102 </account-number>
<branch-name>QMUL </branch-name>
<balance> 400 </balance>
</account>

m Attributes are specified by name=value pairs
Inside the starting tag of an element

m An element may have several attributes, but

each attribute name can only occur once
<account acct-type = “checking” monthly-fee="5">

13
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XML - Attributes Vs. Elements

m In the context of documents, attributes are part of
markup, while element contents are part of the basic

document contents

m In the context of data representation, the difference is

unclear and may be confusing
<account account-number = “A-101"> .... </account>

<account>
<account-number>A-101</account-number> ...

</account>

m Suggestion: use attributes for identifiers of elements,
and use elements for contents

14
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XML - Other Syntax

m Elements without sub-elements or text content can
be abbreviated by ending the start tag with a /> and
deleting the end tag

<account number=“A-101" branch="QMUL” balance="“200 />

m Comments: enclosed in <!-and --> tags.

m CDATA sections: instructs XML processor to ignore
markup characters and pass enclosed text directly to
application.

<I[CDATA[<account> ... </account>]]>

15
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XML - Ordering

m In XML, elements are ordered.
m In contrast, iIn XML attributes are unordered.

16
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Document Type Definition (DTD)

m Type of an XML document can be specified using a
DTD

m DTD constraints structure of XML data

What elements can occur?
What attributes can/must an element have?
What sub-elements can/must occur inside each element, and how many times?

m DTD does not constrain data types
All values represented as strings in XML
m DTD syntax

<IELEMENT element-name (subelements-specification) >
<IATTLIST element-name (attributes) >

17
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Element Specification in DTD

m Sub-elements can be specified as

names of elements
#PCDATA (parsed character data), i.e., character strings
EMPTY (no sub-elements) or ANY (anything can be a sub-element)

m Example

<! ELEMENT depositor (customer-name account-number)>
<! ELEMENT customer-name (#PCDATA)>
<! ELEMENT account-number (#PCDATA)>

m Sub-element specification may have regular expressions
<IELEMENT bank ( (‘account | customer | depositor)+)>
“I” - alternatives
+” - 1 or more occurrences
“*7 - 0 or more occurrences
“?” - 0or1occurrence

18
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Attribute Specification in DTD

m For each attribute
Name
Type of attribute
m CDATA
m |ID (identifier) or IDREF (ID reference) or IDREFS (multiple IDREFs)
Whether
= mandatory (#REQUIRED)
m has a default value (value),
m or neither (#IMPLIED)
m Examples
<IATTLIST account acct-type CDATA “checking”>

<IATTLIST customer
customer-id 1D # REQUIRED
accounts IDREFS # REQUIRED >

19
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DTD Example

mail.dtd

<!ELEMENT message
(rgent?, subject,
body) >
<!ELEMENT subject
(#PCDATA) > Elements
<!ELEMENT body
(ref|#P CDATA) *>
<!ELEMENT ref

Non-XML Language

(#PCDATA) > Structure
<!ELEMENT urgent

EMPTY> Sequence
<!ATTLIST message Nesting

date DATE #IMPLIED
sender CDATA #REQUIRED

receiver CDATA #REQUIRED Attributes
mtype (TXT|MM) ~TXT''>

20
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Namespaces

m XML data has to be exchanged between organizations

m Same tag name may have different meaning in different
organizations, causing confusion on exchanged documents

m Specifying a unique string as an element name avoids confusion
m Better solution: use unique-name:element-name

m Avoid using long unique names all over document by using XML
Namespaces
<bank Xmlns:FB=* >

<FB:branch>
<FB:branchname>Downtown</FB:branchname>
<FB:branchcity> Brooklyn </FB:branchcity>
</FB:branch>

</bank>

21
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XML Schema

m Database schemas constrain what information can be
stored, and the data types of stored values

m XML documents are not required to have an associated
schema

m However, schemas are very important for XML data

exchange
otherwise, a site cannot automatically interpret data received from another site

m Two mechanisms for specifying schema language
Document Type Definition (DTD)

Widely used
XML Schema

Newer, increasing use

22
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XML Schema

m XML Schema is a more sophisticated schema language
which addresses the drawbacks of DTDs.
Typing of values
E.g. integer, string, etc
Also, constraints on min/max values
User defined types
Is itself specified in XML syntax, unlike DTDs

Is integrated with namespaces
Many more features

List types, uniqueness and foreign key constraints, inheritance ..

m BUT: significantly more complicated than DTDs, not yet
as widely used.

23
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XML Schema -Example

(from database)

<xsd:schema xmlns:xsd= >
<xsd:element name="bank” type="“BankType”/>

<xsd:element name="“account”>
<xsd:complexType>
<xsd:sequence>
<xsd:element name="account-number” type="xsd:string”/>
<xsd:element name="branch-name”  type="xsd:string”/>
<xsd:element name="balance” type="xsd:decimal’’/>
</xsd:squence>

</xsd:complexType>
</xsd:element>
..... definitions of customer and depositor ....
<xsd:complexType name="“BankType”>
<xsd:squence>
<xsd:element ref="account” minOccurs="0" maxOccurs="unbounded”/>

<xsd:element ref="customer” minOccurs="0" maxOccurs="“unbounded’/>
<xsd:element ref="depositor” minOccurs="“0" maxOccurs=“unbounded”/>

</xsd:sequence>
</xsd:complexType>
</xsd:schema>

24
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Querying and Transforming XML Data

m Translation of information from one XML schema to
another

m Querying on XML data

m Standard XML querying/translation languages
XSLT

Simple language designed for translation from XML to XML and
XML to HTML

XPath
Simple language consisting of path expressions
XQuery
An XML query language with a rich set of features
m \Wide variety of other languages have been proposed, and
some served as basis for the XQuery standard (XML-QL,

Quilt, XQL, ...)

25
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Tree Model of XML Data

m Query and transformation languages based on tree model
of XML data

m An XML document is modeled as a tree, with nodes

corresponding to elements and attributes

Element nodes have children nodes, which can be attributes or sub-elements
Text in an element is modeled as a text node child of the element
Children of a node are ordered according to their order in the XML document

Element and attribute nodes (except root node) have a single parent, which is
an element node

Root node has single child = root element of the document

m Terminology: node, children, parent, sibling, ancestor,
descendant.

26
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XPath

m XPath used to select document parts using path expressions
m Path expression = sequence of steps separated by “/”

m Result of path expression: set of values that along with their
containing elements/attributes match the specified path

m Examples
/bank/customer/customer-name
<customer-name>Joe</customer-name>

<customer-name>Mary</customer-name>
bank/customer/customer-name/text( )
returns the same names, but without the enclosing tags

27
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XPath - Examples

m /bank/account[balance > 400]

returns account elements with a balance value greater than
400

m /bank/account[balance]
returns account elements containing a balance sub-element

m /bank/account[balance > 400]/@account-number

returns the account numbers of those accounts with balance
> 400

m /bank/account[customer/count() > 2]
returns accounts with > 2 customers

28
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Location path

1
[child::STAFF (or just /STAFF)

child::STAFF (or just STAFF)

attribute::branchNo (or just @branchNo)
attribute::* (or just @*)
child::STAFF[3]

Jchild::STAFF[@branchNo = "B005"]

[child::STAFF[@branchNo = "B005"]
[position()=1]

XPath

Meaning

Selects the context node
Selects the parent of the context node

Selects the root node, or a separator between steps
in a path

Selects descendants of the current node

Selects all the STAFF elements that are children
of the root

Selects the STAFF element children of the
context node

Selects the branchNo attribute of the context node
Selects all the attributes of the context node

Selects the third STAFF element that is a child of
the context node

Selects all the STAFF elements that have an
attribute with a branchNo value of B005

Selects first STAFF element that has an attribute
with a branchNo value of B005

29
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XQuery

m General purpose query language for XML data

m Currently being standardized by World Wide
Web Consortium (W3C)

m Derived from the Quilt query language, itself
based on features from XPath, XML-QL, SQL,
OQL, Lorel, XQL, and YATL.

30
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m FLWOR (“flower”)
expression is
constructed from

FOR,

LET,

WHERE,

ORDER BY,

RETURN
clauses.

FOR/LET clauses

WHERE clause
(optional)

ORDER BY clause
(optional)

RETURN clause

XQuery - FLWOR Expressions

list of tuples of
bound variables

restr cted list of tuples
of bound variables

sort the tuples in
the tuple stream

nstance of XML
query data model

31
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Example - FLWOR EXxpressions

List staff at branch B0O05 with salary > £15,000.

FOR $S IN doc(“staff_list.xml”)//STAFF
WHERE $S/SALARY > 15000 AND

$S/@branchNo = “B005”
RETURN $S/STAFFNO

32



XML Retrieval

Example - FLWOR EXxpressions

List all staff in descending order of staff number.

FOR $S IN doc(“staff_list.xml”)//STAFF
ORDER BY $S/STAFFNO DESCENDING
RETURN $S/STAFFNO

33
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Example - FLWOR EXxpressions

List each branch office and average salary at branch.

FOR $B IN distinct-values(doc(“staff list.xml”)//@branchNo))
LET $avgSalary :=
avg(doc(“staff_list.xml”)//STAFF[@branchNo = $B]/SALARY)
RETURN
<BRANCH>
<BRANCHNO>{ $B/text() }</BRANCHNO>,
<AVGSALARY>$avgSalary</AVGSALARY>
</BRANCH>

34
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Example -

List branches that

<LARGEBRANCHES>
FOR $B IN

-LWOR EXxpressions

have more than 20 staff.

distinct-values(doc(“staff list.xml”)//@branchNo)
LET $S:= doc(“staff _list.xml”)//STAFF/[@branchNo = $B]
WHERE count($S) > 20

RETURN

<BRANCHNO>{ $B/text() }</BRANCHNO>

</LARGEBRANCHES>

35
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Example — Joining Two Documents

List staff along with details of their next of kin.

FOR $S IN doc(“staff_list.xml”)//STAFF,
$NOK IN doc(“nok.xml”)//NOK
WHERE $S/STAFFNO = $SNOK/STAFFNO
RETURN
<STAFFNO>{ $S, SNOK/NAME }</STAFFNO>

36
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Example — Joining Two Documents

List all staff along with detalils of their next of Kin.

FOR $S IN doc(“staff_list.xmI”)//STAFF
RETURN

<STAFFNOK>

{$S}

FOR $NOK IN doc(*nok.xml”)//NOK
WHERE $S/STAFFNO = $NOK/STAFFNO
RETURN $NOK/NAME

</STAFFNOK>

37
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Storing XML documents in databases

m Data centric and document centric XML
documents

m Different ways to store XML documents
Flat files
BLOBs
Object-Relational databases
Native XML databases

http://www.rpbourret.com/xml/XMLAndDatabases.htm

38



XML Retrieval

Outline

m Introduction to XML, basics and standards

m Document-oriented XML retrieval

m Evaluating XML retrieval effectiveness
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Document-oriented XML retrieval
m Document vs. data- centric XML retrieval
m Focused retrieval
m Structured documents
m Structured document (text) retrieval
m XML query languages
m XML element retrieval

m (A bit about) user aspects

40
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Data-Centric and Document-Centric XML

m Data with partial structure is called semi-structured
m XML documents are considered to be semi-structured

m XML documents classified as:
Data centric
Document centric

m Nowadays border between data and document centric
XML documents is not always clear

41
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Data-centric XML documents

<?xml version="1.0" encoding="UTF-8" standalone="no"?>
<IDOCTYPE CLASS SYSTEM *“class.dtd">
<CLASS name=“DCS317” num_of std=“100">
<LECTURER lecid=“111">Thomas</LECTURER>
<STUDENT marks="“70" origin="Oversea’>
<NAME>Mounia</NAME>
</STUDENT>
<STUDENT marks="30" origin="EU">
<NAME>Tony</NAME>
</STUDENT>
</CLASS>

42
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Document-centric XML documents

<?xml version="1.0" encoding="“UTF-8” standalone="yes”?>
<CLASS name=“DCS317” num_of std=*100">
<LECTURER lecid="“111">Mounia</LECTURER>
<STUDENT studid="007" >
<NAME>James Bond</NAME> is the best student in the
class. He scored <INTERM>95</INTERM> points out of
<MAX>100</MAX>. His presentation of <ARTICLE>Using
Materialized Views in Data Warehouse</ARTICLE> was
brilliant.
</STUDENT>
<STUDENT stuid="131">
<NAME>Donald Duck</NAME> is not a very good
student. He scored <INTERM>20</INTERM> points...
</STUDENT>
</CLASS>

43
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Database and information retrieval view

m Data-centric view

XML as exchange format for structured data
Used for messaging between enterprise applications
Mainly a recasting of relational data

m Document-centric view

XML as format for representing the logical structure of documents
Rich in text

Demands good integration of text retrieval functionality

m Now increasingly both views (DB+IR)

44
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Focused retrieval: Scientific Collection

Research Challenges in High Confidence Systems

ﬁ @ hup:/ jwww.nited.gov)| ¥ () 1[Gl

Latest Headlines newsY mailv blogy wvefrity

D L d b B e R e

strategy, the systemn could suggest needed lemmas and complete the trivial proof parts automatically.

Getting Started

m Query
model checking
aviation systems

i

Formal Methods (2] Ricky Butler discussed MASA's concem with identifying missing aneas of HCS resesrch. MASA uses formal

& methiods bo peduce errars in avistion systems . Howewer, 3 mission-otiented agency such as NASA has
difficulty getting basic research funding for fundamental computer science investments. Instesd, NASA
funded zeveral projects to pair 2 fornal methods team and industiy partrer to transition the tachhology.
MASA has alzo leveraged DARPA invvestments as well 22 thoze by other parts of the Govemment . This same
focus on applied research is seen in ohter Govemment agencies — thus nikning the risk of neglecting the
fundamentsl research essentisl to achieving high confidence systems.

Fundamental rezearch iz heeded ih theorem prowing tachhology [2.9., automated reazoning). NASA wants
DARPA to fund this research. There iz s spectrum of needs for verfication tools, ranging from domain specific
o general purpoze, and from mathematician fiendly to engineer fiendly. NASS wants improved automated
reasohing, with algotithns undemesath [transparent to the user] that decide chunks of mathemstics forthe
user. There are dozens of these Formal methods tools and they all exploit the fundamentsl techniques
developed mare than a decade ago: decision procedurez, tatm rewiting, model checking, resolution. We
hzove o vezearch programs aimed st adwancing thiz technology. What challenge problems could, 2z a side
effect, lead to funding of some of this fundamentsl research?

m Answer

one section in a
workshop report

Cive challenge problem mssy be to produce s nesxt generation verification environment providing & seamless
integration of differant tools and strategies thak are effective for diffarent parts of the life cyele . Such an
ebrdtonment could support & wide varety of applications, rezultin 2 hundred-fold improvement in uzer
productivity, provide interaperable libraries for fundsmentsl concepts of computer seience and discrete
mathematic=, and enable effective modeling techniques.

Recent resesrch funded by NASA has focused on requirements analysis tools and requiremnents
specifications. Thiz iz probably becauze we have baen thing ko get induztiy ba use these things. Thisiza
good approach e, finding enors], but we have completely neglected the refinement of requirements inta
execytable code. If we want safe systems, then we need design werfication, code verfication, and certifiable
ahd qualifiable program syrthesis . \We want o be able to assert that there are no safetyrelated enors inthe
system . e do not want to use formal methods just bo find bugs, but to give us confidence that the product is
=afe. Exsting code synthesis has not been designed with certifisbility in mind.

e need new ideas on how to sdvence automated deduction. 'We need resesrch to identify parts of srthmetic
we can reason about [&.g., atheory of bit vectors), snd we need decision procedures for modular anthmetic,
We could use more tools to exploit graph theory and other aspects of mathematics. YWe alzo need to identify
new relevant domains and the limitations in the current formal methods tools.

There will contirue to be atrade-off between funding new fundamental rezearch and transitioning newly
developed technalogy into engineeting practice. The concem is how scanze resources should be best
focused. One barrier to use of curent formal methods techrologyis the sheer horsepower needed to do the
analysiz. Howaver, the situation has greatly improved in the past several vaars . Rather than looking =i the
past aktempts and costs of formnad methods application, we need o sighificant, vizible demonstration of whak
can be done today. A the same time, we must be cautious in our claims . We need ta calibrate zome of the
differences between what was and what iz now . For example, the time to produce amathematics book was
about five wears in 1960; today we could uze SR Intemational's FYS venfication system to produce that
=anne book within 2. few months . Can we further quantify the changes in how long it takes to do & particular
wetification? There could be s .quantum improvement demonstrated simply because computers haove gotten
faster and more capabla by o larger factar,

+

Formal Methods [3) «Juhn Rushby of SR Intemationsl ssserted seversl research challenges for formal methods, These extend

+ from refutation [debugging] to verfication [assurance). e need to abstract rather than to downscale, as
Heitmeyer said, and the abstractions must be mechanized. In the past, researchers didn't have the

Done
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Focused Retrieval: Encyclopedia

. I n fo rm at i O n 806 Volcano - Wikipedia, the free encyclopedia =
&

= 1%1 ﬁ_\ W http:/fen.wikipedia.org/wiki/Volcano#Predicting_eruptions ¥ | : o
n e e d Getting Started Latest Headlines> news¥ mailY blog¥ vefrity
indi i dit
Predicting eruptions [edit
= - Science has not yet been able to predict with absolute certainty when a volcanic eruption will take place, but significant progress
Vo I Ca.n I C e ru ptl 0 n in judging when one is probable has been made in recent time.

Volcanologists use the following to forecast eruptions.

prediction

Seismicity [ediy

Seismic activity (small earthquakes and tremors) always 0ocurs as volcanoes awaken
and prepare 1o erupt. Some volcanoes normally have continuing low-level seismic
activity, but an increase can signify an eruption. The types of earthquakes that occur
and where they start and end are also key signs. Voleanic seismicity has three major
forms: short-period earthquakes, long-period earthquakes, and harmonic tremor.

. A n Swe r = Short-period earthquakes are like normal fault-related earthquakes. They are

related to the fracturing of brittle rock as the magma forces its way upward. These
short-period earthquakes signify the growth of a magma body near the surface.
re I ative Iy Sm al I = Long-period earthquakes are believed to indicate increased gas pressure in a
volcano's "plumbing system.” They are similar to the clanging sometimes heard in
your home's plumbing system. These oscillations are the equivalent of acoustic

I vibrations in & chamber, in the context of magma chambers within the volcanic
portion of the .

dome.
VO I Can O to I C = Harmonic tremor occurs when there is sustained movement of magma below the Mount St. Helens erupted £
surface explosively on May 18, 1980 at 8:32

a.m. PDT
Patterns of seismicity are complex and often difficult to interpret. However, increasing

activity is very worrisome, especially if long-period events become dominant and
episodes of harmonic tremor appear.

In December 2000, scientists at the Mational Center for Prevention of Disasters in Mexico City predicted an eruption within two
days from Popocatépetl, on the outskirts of Mexico City. Their prediction used research done by Dr. Bernard Chouet, a Swiss
vulacanologist working at the United States Geological Survey, into increasing long-period oscillations as an indicator of an
imminent eruption. The government evacuated tens of thousands of people. Forty eight hours later, bang on time, the volcano
erupted spectacularly. It was Popocatépetl's largest eruption for a thousand years and yet no one was hurt.

SR

Gas emissions [edin)
Done
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Focused retrieval: Technical Manual

Migrating UNIX Applications to Windows via Microsoft Services for UNIX

A &
. Q u e ry Lk E%J ‘j!} @ http:/ /www.microsoft.com/technet/interopmigr: ¥
Getting Started  Latest Headlines ; newsY mailv blogy vefrity

segmentation fault
windows services
for unix

m Answer

only a single
paragraph in a long
manual

SFU-Specific Issues
There are some code practices that can cause more problems on SFU‘s subsystem as
compared to traditional UNIX. Specifically, dereferencing an uninitialized pointer can often be

unnoticed in a traditional UMIX systern but will result in @ segmentation fault in SFU. Even when
unnoticed this practice leads to subtle problemns, and for this reason such dereferencing is
considered bad coding and is not advisable for your application. While this may mean some
work during the initial port, the resulting application will be more robust.

The security systern used in Windows can be stricter than those on traditional UNIX systems.
The concept of a user identifier (UID)/group identifier (GID) pair, defined in the /etc/passwd

IS

D T
domain-name/flogon-name pair and domain-name/group-name pair that are both part of a
single namespace. As there are no /etc/passwd or fetc/group files, developers need to handle
struct passwd differently. For instance, the getpwnam({) and getgrnam() calls accept
domainname+username pair instead of username or group name only, and pw_gecos is
populated with text taken from the Description field in the Windows user account.

X Windows

The Interix SDK includes X11 libraries, header files, and various tools for building X Windows
applications. However, SFU does not include an X Windows server, which means that X
Windows applications that need to be displayed on the local workstation will need an X Windows
server installed. There are a number of excellent X Windows server products available,
including a version specifically written for Interix—Interop X Server B.0 for SFU/Interix from
Interop Systems.

Most code written for X Windows assumes a directory structure of fusr/X11, but Interix uses a
version specific directory structure, fusr/X11Rn, where n is replaced with the release level of
X11. This difference is best handled by creating a symbaolic link to point to the new directory
and doesn't require any code changes in applications. Version 3.0 of SFU only included X11R5,
but X11R6.6 is shipping natively in the 3.5 version of Services for UNIX (to be released January
2004) and is already available for download from the Interop Systems Tool Warehouse at
http://www.interopsystems.com/tools/warehouse.htm for those applications that require a later
wversion of X11 than that originally shipped with SFU 3.0.

Curses

For character mode applications that use curses, the Interix SDK includes the ncurses
implementation of curses written by Eric 5. Raymond and Zeyd M. Ben-Halim. This highly
compatible and robust implementation of curses is detailed, along with full documentation about
writing curses applications and the specifics of the ncurses implementation, in the SFU Help

D

W e
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Focused retrieval: Right level of granularity

Query: wordnet information retrieval

OntoSeek: Content-Based Access to the Web
Nicola Guarino, Claudio Masolo, Guido Vetere

Bl article[i]
I Hpl]
... and precision of content-based retrieval. Our OntoSeek system adopts ... large
ontology based on WordMet for content matching.
Bl by
] ...sec[d] (THE ROLE OF LINGUISTIC ONTOLOGIES)
[ i..851[1] (Some advantages)
I - pld]
The retrieval quality improves considerably if ... linguistic ontology such as
WordNet. For example, let's add WordNet to a simple matching ...
] -p[7]

... linguistic ontologies such as WordNet and structured representation
formalisms can help an information-retrieval system to
L.secld] (ONTOSEEK)
... of a project on retrieval and reuse of object-oriented ... system designed for
content-based information retrieval from anline yellow pages ... mostly resulting from
merging WordMet's thesaurus into the Penman ... broad ontology endowed with
WordNet's powerful lexical interface, which ...
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"
Structured Document Retrieval (SDR)

m Traditional IR is about finding relevant documents to a
user’s information need, e.g. entire book.

— B

m SDR allows users to retrieve document components
that are more focussed to their information needs, e.g a
chapter of a book instead of an entire book.

—> AL

m The structure of documents is exploited to identify
which document components to retrieve.

e Structure improves precision
« Exploit visual memory
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Structured Documents

* In general, any document can be

Book considered structured according to
-__y one or more structure-type
= Linear order of wor ntences
Chapert e oo sneres
‘H ‘ﬂ = Hierarchy or logical structure of a
/I\ /\ book’s chapters, sections ...
AT - § Links (hyperlink), cross-references,

U JJ ] citations ...

Se?“ons\/l\ = Temporal and spatial relationships in
diz=| 7)) multimedia documents
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Structured Documents

<b><font size=+2>SDR</font></b>
<img src="gmir.jpg" border=0>

<section>
<subsection>
<paragraph>... </paragraph>
<paragraph>... </paragraph>
</subsection>

<
<

</section>

<Book rdf:about="book”>

<rdf:author=".."/> prd

<rdf:title="...”"/>
</Book>

T

The structure can be implicit or
explicit

Explicit structure is formalised
through document representation
standards (Mark-up Languages)

Layout

m LaTeX (publishing), HTML (Web
publishing)
Structure
m SGML, XML (Web publishing,
engineering), MPEG-7
(broadcasting)
Content/Semantic

= RDF (ontology)
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Microformats (& micoformats

m Community data formats

Personal Data: (vCard)
Calendar and Events: (iCal)
Social Networking:

Reviews:

Licenses:

Folksonomies:

m Embedded in XHTML pages and RSS feeds

Also RSS Extensions (iTunes, Yahoo! Media, Geo, Google Base, 20+
more in use)
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"
Example: hCal

<strong class="summary"> </strong>
<span class="location"> </span>
<abbr class="dtstart" title="2006-10-20"> </abbr>

<abbr class="dtend" title="2006-10-23">2”</abbr>
m Large and growing list of websites

m Benefit from shared tools, practices (hCalendar
creator, iCal Extraction)
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" S
Queries in SDR

m Three types of queries:

Content-only (CO) queries
m Standard IR queries but here we are retrieving document

components
m “London tube strikes”

Structure-only queries

m Usually not that useful from an IR perspective
m “Paragraph containing a diagram next to a table”
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" J
Queries in SDR
m Three types of queries:
Content-and-structure (CAS) queries

m Put on constraints on which types of components are to
be retrieved

E.g. “Sections of an article in the Times about congestion charges”

E.g. Articles that contain sections about congestion charges in
London, and that contain a picture of Ken Livingstone, and return
titles of these articles”

m Inner constraints (support elements), target elements
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Conceptual model for IR

Documents

Query

Indexing

Formulation

v

Document representation

Query representation

Retrieval [function

Relevance

Retrieval results

feedback
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"
Conceptual model for SDR

Structured documents Content + structure
Documents - Query )y
Indexing tf, idf, ... Formulation
Document representation Query representation

Inverted file +
structure index

_ _ Matching content +
Retrieval| function structure

Relevance

Retrieval results feedback

Presentation of related components
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" A
Conceptual model for SDR

Content + structure

Structured documents

query languages referring to content
and structure are being developed for
accessing XML documents, e.g.
XIRQL, NEXI, XQueryFT

XML is the currently adopted format tf, idf, agw, ...
for structured documents
e.g. agw can be used to capture the importance

of the structure
additional constraints are imposed

from the structure
structure index captures in which document Matching content +
component the term occurs (e.qg. title, section),

structure
as well as the type of document components _ _
(e.g. XML tags) e.g. a chapter and its sections
e : may be retrieved
Inverted file +
structure index Presentation of related components
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Passage retrieval

m Passage: continuous part of a document,
Document: set of passages

pl p2 p3 p4 pS p6
— A —A A
doc | |

m A passage can be defined in several ways:

Fixed-length e.g. (300-word windows, overlapping)

Discourse (e.g. sentence, paragraph) «— e.g. according to logical structure but fixed (e.g.
passage = sentence, or passage = paragraph)
Semantic (TextTiling based on sub-topics)

m  Apply IR techniques to passages

Retrieve passage or document based on highest ranking passage or sum of ranking scores
for all passages

Deal principally with content-only queries

(Callan, SIGIR 1994; Wilkinson, SIGIR 1994; Salton etal, SIGIR 1993; Hearst &
Plaunt, SIGIR 1993; ...)
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Structured document (text) retrieval

m Trade-off: expressiveness vs. efficiency

m Models (1989-1995)
Hybrid model (flat fields)
PAT expressions
Overlapped lists
Reference lists
Proximal nodes
Region algebra
= Proposed as Algebra for XML-IR-DB Sandwich
p-strings
Tree matching
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Query on

contents

PAT

Hybrid g ®

model

Structuring

expressions /.

______________

Comparison

Proximal Nodes

power Tree matching

Lists of references

......................................

Querv on structure
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Efficiency

Hybrid  Overlapped
mode] lists

Comparison

Proximal Nodes

PAT

LlKl'll'LISSiL‘II]S

Lists of references

®

p-strings

Tree matching

Expressivity
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" A
Example: Proximal Nodes

m Hierarchical structure

m Set-oriented language

m Avoid traversing the whole database
m Bottom-up strategy

m Solve leaves with indexes

m Operators work with near-by nodes

m Operators cannot use the text contents

m Most XPath and XQuery expressions can be
solved using this model

(Navarro & Baeza-Yates, 1995)
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"
Proximal Nodes: Data Model

m Text = sequence of symbols (filtered)

m Structure = set of independent and disjoint
hierarchies or “views”

m Node = Constructor + Segment
m Segment of node o segment of children

m Text view, to modelize pattern-matching
queries

m Query result = subset of some view
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Proximal Nodes: Hierarchies

: IJA'J[LJ . - /tmﬂuN . L‘hil\"l[L‘J' g

cosects csect- - so.osect: .sect. sect-: Do0osect Lo

page - - page - > page -° - page - * page * page -

fascicle : . fascicle
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" A
Proximal Nodes: Operations

Distances

Composition
Operations

By including

el e ents

afir, afferk)
betore, befrak)

By included eements

SBetmanipuladon

Drirect st ctoral

parenik)
/5] chitd

Clortent

Structire Basis

Basis

Opers colfapse, subiaet..
on matches
il
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Proximal Nodes: Query Example

[last] figure In (chapter With (section with (title with "early")))

book book book

chapter chapter chapter

Structure

title section

section  section

/N litle title section
title figure figure
: ql | | | /\
F it
! I
) Y
i’ L

r L . .
: i title  title

title

] L J
! ] r L) '
1 | 1 1 fitle
r I 1 ]
! ] ] 4
r L i) L
! 1 1 Y
| ] i 3
) L i 1
! 4 i i vy
| ] f l Text
I 1 1
........... Solve early... P e e e s e s
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"
Query languages for XML

m Four “levels” of expressiveness
m “xml”
m book: xml
m /book]./title about “xml db”]

m for $b in /book
let score $s := $b ftcontains “xml” && “db”
distance 5
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" I
Query languages for XML

m Keyword search (CO Queries)

D “Xml”

m Tag + Keyword search
O book: xmi

m Path Expression + Keyword search (CAS Queries)
O /book[./title about “xml db”]

m XQuery + Complex full-text search

0 for $b in /book
let score $s ;= $b ftcontains “xml” && “db”
distance 5
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<
<
<

XRank
date="28 July 2000”>

> XML and Information Retrieval: A SIGIR 2000 Workshop </title>
> David Carmel, Yoelle Maarek, Aya Soffer </ >
>
< 1d="1">
> XQL and Proximal Nodes </title>
> Ricardo Baeza-Yates </ >
> Gonzalo Navarro </ >
> \We consider the recently proposed language ... </ >
name="Introduction”>
Searching on structured text is becoming more important with XML ...
< name="Related Work”>
The[XQL language ...
</ >
</ >

NN NN AN

<cite xmlins:xlink="http://www.acm.org/www8/paper/xmiql> ... </ciie>
</ >
(Guo etal, SIGMOD 2003)
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<
<
<

XRank

date="28 July 2000”>

> XML and Information Retrieval: A SIGIR 2000 Workshop </title>

</

> David Carmel, Yoelle Maarek, Aya Soffer </ >
>

id="1">
> XQL and Proximal Nodes </title>
>iRicardo Baeza-Yates </ >
> Gonzalo Navarro </ >

> We consider the recently proposed language ... </
name="Introduction”>

N NN N AN

Searching on structured text is becoming more important with

XML]...

< name=“Related Work”>
The XQL language ...
</ >
</ >

<cite xmlins:xlink="http://www.acm.org/www8/paper/xmiqgl> ... </ciie>

>
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" JdE
XIRQL

< date="28 July 2000”>

<title> XML and Information Retrieval: A SIGIR 2000 Workshop </title>

< > David Carmel, Yoelle Maarek, Aya Soffer </ >

< >

< 1d="1">

<title> XQL and Proximal Nodes </title>
< > Ricardo Baeza-Yates </ >
< > GGonzalo Navarro </ >
< > \We consider the recently proposed language ... </ >
< name="Introduction”>

index nodes Searching on structured text is becoming more important with XML ...
<em> The XQL language </em>
</ >

<cite xmins:xlink="http://www.acm.org/www8/paper/xmiqgl> ... </ciie>
</ >

(Fuhr & Grof3johann, SIGIR 2001)
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"
Query languages for XML

m Keyword search (CO Queries)

D “Xml”

m Tag + Keyword search

O book: xml

m Path Expression + Keyword search (CAS Queries)
O /book[./title about “xml db”]

m XQuery + Complex full-text search

0O for $b in /book
let score $s := $b ftcontains “xml” && “db”
distance 5
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XSearch
< date="28 July 2000”>
<title> XML and Information Retrieval: A SIGIR 2000 Workshop </title>
< > David Carmel, Yoelle Maarek, Aya Soffer </ >
< >
< I0="1">
<title> XQL_and Proximal Nodes </title>
< A RicardolBaeza-Yates </ >
< > Gonzalo Navarro </ >
No_t a4 < > \We consider the recently proposed language ... </ >
meaningfuk: name="Introduction”>
result Searching on structured text is becoming more important with XML ...
</ >
< 10="2">
<title> XML ILnEg <[title> (Cohen etal, VLDB 2003)
< 1d="2">
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"
Query languages for XML

m Keyword search (CO Queries)

D “Xml”

m Tag + Keyword search
O book: xmi

m Path Expression + Keyword search (CAS Queries)

O /book]./title about “xml db”]

m XQuery + Complex full-text search

0O for $b in /book
let score $s := $b ftcontains “xml” && “db”
distance 5

75



XML Retrieval

"
XPath

m n:.contains($e, string) returns true iff $e contains
string

/Isection[fn:contains(./title, “XML Indexing”)]

(W3C 2005)
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XIRQL

m Weighted extension to XQL (precursor to XPath)

(Fuhr & Grol3johann, SIGIR 2001)
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"

XXL

m Introduces similarity operator ~
Select Z

From

Where z00s.#.zoo As Z and

Z.animals.(animal)?.specimen as A and
A.species ~ “lion” and
A.birthplace.#.country as B and
A.region ~ B.content

(Theobald & Weikum, EDBT 2002)

78



XML Retrieval

NEXI

m Narrowed Extended XPath |
m INEX Content-and-Structure (CAS) Queries

m Specifically targeted for content-oriented XML search (i.e.
“aboutness”)

about
about

(Trotman & Sigurbjornsson, INEX 2004)
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" I
Query languages for XML

m Keyword search (CO Queries)

D “Xml”

m Tag + Keyword search
0 book: xmi

m Path Expression + Keyword search (CAS Queries)
O /book[./title about “xml db”]

m XQuery + Complex full-text search

O for $b in /book
let score $s ;= $b ftcontains “xml” && “db”
distance 5
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" JEE—
Schema-Free XQuery

m Meaningful least common ancestor (micas)

for $a in doc(“bib.xmI’*)//author
$b in doc(“bib.xml”)//title
$c in doc(“bib.xmI™)//year
where $a/text() = “Mary” and
exists mlcas($a,$b,$c)
return <result> {$b,$c} </result>

(Li etal, VLDB 2003)
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" J
XQuery Full-Text

m  Two new XQuery constructs
1) FTContainsExpr

Expresses “Boolean” full-text search predicates
Seamlessly composes with other XQuery expressions

2) FTScoreClause

Extension to FLWOR expression
Can score FTContainsExpr and other expressions

(W3C 2005)
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FTContainsExpr
//lbook “Usability” && “testing” distance 5
//book[./content “Usability” with stems]/title
//book [article[author="Dawkins”]/title
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" B
FTScore Clause

In any FOR $v

LET ...
order WHERE ...

ORDER BY ...
RETURN

Example

FOR $b in

ORDER BY $s
RETURN $b

IN EXxpr

/pub/book[. ftcontains “Usability” && “testing”
and ./price < 10.00]

84



XML Retrieval

" B
FTScore Clause

Inany[ rFor sv IN Expr
order | LET ...

WHERE ...

ORDER BY ...

RETURN

Example

FOR $b in
/pub/book[. ftcontains “Usability” && “testing”]

ORDER BY $s
RETURN $b
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" NN
XQuery Full-Text Evolution

2002

2003

2004

2008

86



XML Retrieval

XML Query Relaxation (FleXPath)
where DB and IR meet

book

m Trge pattern relaxations: info edition
Leaf node deletion /
Edge generalization author
Subtree promotion
book book book

/N

edition?

info edition info info
author author

(Amer-Yahia, SIGMOD 2004) (Schlieder, EDBT 2002)
(Delobel & Rousset, 2002) (Amer-Yahia etal, VLDB 2005)
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A Family of XML Scoring Methods

m scoring
High quality
Expensive computation

scoring

scoring
Low quality
Fast computation

/N

/N

(Amer-Yahia, VLDB 2005)
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" JEE
Query langauges for XML - Recap
m Virtues and setbacks of XML query languages

Expressive query languages
But, too complex for many applications
Different interpretations
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Element retrieval

m XML retrieval vs. document retrieval
m XML retrieval = Focused retrieval

m  Challenges
1. Term statistics

Relationship statistics

Structure statistics

Overlapping elements

. Interpretations of structural constraints

- Ranking
1. Retrieval units
2. Combination of evidence
3. Post-processing

oos WD
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XML retrieval vs. document retrieval
Book

)
Chapters /\

m No predefined unit of
retrieval

m Dependency of retrieval
units

m Aims of XML retrieval:

Not only to find relevant elements

But those at the appropriate level of
granularity

Subsections
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Content-oriented XML retrieval
= Focused Retrieval

Book
XML retrieval allows users to retrieve
Chapters /\ document components that are
=4 | , €.9. a subsection
a of a book instead of an entire book.

. . . - SEARCHING = QUERYING + BROWSING

' Subsections Note:

Here, document component = XML element
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Focused Retrieval for XML.: Principle

m A XML retrieval system should always retrieve
the most specific part of a document answering a

query.

m Example query: football
m Document

m Return <section>, not <chapter>
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" JEE
Content-oriented XML retrieval
= Focused Retrieval

SEARCHING = QUERYING + BROWSING
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"
Challenge 1: Term statistics

Article ?XML,?retrieval ?authoring
Title Section 1 Section 2
0.9 XML 0.5 XML 0.2 XML
0.4 retrieval 0.7 authoring

No fixed retrieval unit + nested document components:
O how to obtain element and collection statistics (e.g. tf, idf)?
O which aggregation formalism to use?
O inner or outer aggregation?
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"
Challenge 2: Relationship statistics

Article ?XML,?retrieval
) :
0.5 08 0.2  ?authoring
Title Section 1 Section 2
0.9 XML 0.5 XML 0.2 XML
0.4 retrieval 0.7 authoring

Relationship between elements:

O which sub-element(s) contribute best to content of its parent
element and vice versa?

O how to estimate (or learn) relationship statistics (e.g. size,
number of children, depth, distance)?

O how to aggregate term and/or relationship statistics?
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0.6

Challenge 3: Structure statistics

0.5
Article ?2XML,?retrieval
?authoring
m\
Title Section 1 Section 2 04
0.9 XML 0.5 XML 0.2 XML
0.4 retrieval 0.7 authorina

Different types of elements:

Q

Q
Q
Q

which element is a good retrieval unit?

Is element size an issue?

how to estimate (or learn) structure statistics (frequency, user
studies, size, depth)?

how to aggregate term, relationship and/or structure statistics?
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"
Challenge 4: Overlapping elements

Article XML retrieval
Z\authoring
Title Section 1 Section 2
XML XML XML
retrieval authoring

Nested (overlapping) elements:
O section 1 and article are both relevant to “XML retrieval”
O which one to return so that to reduce overlap?

O should the decision be based on user studies, size, types, etc?
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Challenge 5: Expressing and interpreting

structural constraints
Ideally:

There is one DTD/schema
User understands DTD/schema

In practice: rare

Many DTs/schemas

DTDs/Schema not known in advance
DTDs/Schema change

Users do not understand DTDs/schema

Need to identify “similar/synonym” elements/tags
Importance (weight) of tags
Strict or vague interpretation of the structure

Relevance feedback/blind feedback?
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" A
Retrieval models ...

: Bayesian network
divergence from randomness

Retrieval units machine learning
vector space model [ /

\ L — language model

cognitive model
\ belief model

Boolean model

statistical model /

logistic regression //

structured text models

probabilistic model

I_

Post-processing

extending DB model natural language processing
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" JJEE
Retrieval units: What to Index?
Book

m XML documents are D

trees Chapters

hierarchical structure
of nested elements (sub-trees)

m What should we put
In the Index? ale

. . _ Sections
there is no fixed unit of
retrieval _ _

=

ol
Py
o

c
o
)
D
®)
=,
o
-
wn
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"

Retrieval units: XML sub-trees
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Retrieval units: XML sub-trees

m Indexing sub-trees is closest to traditional IR

each XML elements is bag of words of itself and its descendants
and can be scored as ordinary plain text document

m Advantage: well-understood problem

m Negative:
redundancy in index
terms statistics

Led to the notion of indexing nodes
Problem: how to select them?

= manually, frequency, relevance data
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(XIRQL) Indexing nodes

class="H.3.3" I

1

1

author “ :
1

1

1

| Jahn Smith :
1

1

1

1

1

XML Ratrieval I

[
¥
Ly
Ly
Ly
Ly
heal:@: Il heading We describe |
" : syntax of XL |
Ly
1y
1y
1y

XML Query
Language XL

(Fuhr & Grol3johann, SIGIR 2001)
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"

Retrieval units: Disjoint elements

Note that <body> and <article> have not been indexed
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Retrieval units 2: Disjoint elements

m Main advantage and main problem

(most) article text is not indexed under /article
avoids redundancy in the index

m But how to score higher level (non-leaf)

elements?

Propagation/Augmentation approach
Element specific language models
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(Geva, INEX 2004, INEX 2005)

Propagation - GPX model

Leaf elements score Branch elements score

=1

L — N"-lz;_i RSV =D(n)> L.
i=1 "1
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"
Element specific language model (simplified)

Assume a document
<bdy>
<sec>cat...</sec>
<sec>dog...</sec>
</bdy>

Query: cat dog

(Ogilvie & Callan, INEX 2004)
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"
Retrieval units: Distributed

m Index separately particular types of elements

m E.g., create separate indexes for
I

> structure statistics

_/
m Each index provides statistics tailored to particular

types of elements
1 language statistics may deviate significantly
1 queries issued to all indexes
1 results of each index are combined (after score normalization)
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Distributed: Vector space model

structure statistics

l

article index — RSV — normalised RSV\

abstract index — RSV — normalised RSV

section index — RSV — normalised RSV

sub-section index — RSV —— normalised RSV

>— merge

paragraph index —— RSV —— normalised RSV J

tf and idf as for fixed and non-nested retrieval units

(Mass & Mandelbrod, INEX 2004)
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" B
Retrieval units: Distributed

m Only part of the structure is used

Element size
Relevance assessment
Others

m Main advantages compared to disjoint element
strategy:

avoids score propagation which is expensive at run-time
index redundancy is basically pre-computing propagation
XML specific propagation requires nontrivial parameters to train

m Indexing methods and retrieval models are “standard”
IR

although issue of merging - normalization
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"

Combination: Language model

element language model
collection language model element score
smoothing parameter A

high value of A leads to increase in size of retrieved elements

< structure statistics
mmm) rank element ﬁ

relationship statistics

(Sigurbjérnsson etal, INEX 2003, INEX 2004)
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"

Combination: Normalization

ST

MinMax

Article
m :‘ Ranking I MaX\L/Sum
\ /

Weighted Query

AD + ——
moomd > Rankin g Ranking
/

Weighted Query

(Amati et al, INEX 2004)
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Combination: Machine learning

m Use of standard machine learning to train a function that
combines structure statistics

Parameter for a given element type
*

\ relationship statistics

m Training done on relevance data (previous years)
m Scoring done using OKAPI

(Vittaut & Gallinari, ECIR 2006)
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"

Combination: Contextualization

m Basic ranking by adding weight value of all
guery terms Iin element.

m Re-weighting iIs based on the idea of using the
ancestors of an element as a context.

m Here root is the document

(Arvola etal, CIKM 2005, INEX 2005)
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"

Combination - Merging

(Ben-Aharon, INEX 2003)

—Word Number
—IDF
—Similarity
—Proximity
~TFIDF
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Post-processing: Displaying XML Retrieval Results

m XML element retrieval i1s a core task
how to estimate the relevance of individual elements

m However, it may not be the end task
Simply returning a ranked list of elements results seems insufficient

= may have overlapping elements
m elements from the same article may be scattered

m This may be dealt with in special XML retrieval
Interfaces
Cluster results, provide heatmap, best entry point, ...
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New retrieval tasks (at INEX)

m [NEX 2005-7 addressed two new retrieval tasks

Thorough is ‘pure’ XML element retrieval as before
Focused does not allow for overlapping elements to be returned
Fetch and Browse requires results to be clustered per article

m \Various variants

m New tasks require post-processing of ‘pure’ XML

element runs
geared toward displaying them in a particular interface

118



XML Retrieval

"

Post-processing: Controlling Overlap

What most approaches are doing:

 Given aranked list of elements:

* (Also referred to as brute-force filtering)
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"

“Post”-Processing: Removing overlap

m Sometimes with some “prior” processing to affect
ranking:

1 Use of a utility function that captures the amount of useful information
in an element

1 Used as a prior probability

~1 Then apply “brute-force” overlap removal

(Mihajlovic etal, INEX 2005; Ramirez etal, FQAS 2006))
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"
Post-processing: Controlling Overlap

 Start with a component ranking, elements are re-
ranked to control overlap.

» Retrieval status values of those components containing
or contained within higher ranking components are
Iteratively adjusted

e (depends on amount of overlap “allowed”)

1. Select the highest ranking component.

2. Adjust the retrieval status value of the other
components.

3. Repeat steps 1 and 2 until the top m components have
been selected.

(Clarke, SIGIR 2005)
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"

Post-Processing: Removing overlap

(Mass & Mandelbrod, INEX 2005) gmart filtering

Given a list of rank elements
Case 1 N1 -group elements per article
-build a resulttree @ @ O
-“‘score grouping”:

N Case 3
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CAS query processing: sub-queries

Sub-queries decomposition
/larticle [search engines] // sec [Internet growth] AND sec [Yahoo]

.l

m article [search engines]
m sec [Internet growth]
m sec [Yahoo]

Run each sub-queries and then combine
Reward structure matching (strict vs vague)

(Sauvagnat etal, INEX 2005)
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Example of combination: Probabilistic algebra

/[ article [about(.,bayesian networks)] // sec [about(., learning structure)]

R(learning structure) label™(sec)
N descendants(R (bayesian networks) Iabel‘l(article))

m “Vague” sets
R(...) defines a vague set of elements
label1(...) can be defined for strict or vague interpretation

m Intersections and Unions are computed as probabilistic “and” and fuzzy-
or.

(Vittaut etal, INEX 2004)
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"
Vague structural constraints

m Define score between two tags/paths
m Boost content score with tag/path score

m Use of dictionary of equivalent tags/synonym list
Analysis of the collection DTD
= Syntactic, e.g. “p” and “ipl”
m Semantic, e.g. “capital” and “city”
Analysis of past relevance assessments

m For topic on “section” element, all types of elements assessed
relevant added to “section” synonym list

m Probabilistic estimation of tag weights
m Ignore structural constraint for target, support element or
both
m Relaxation techniques from DB (e.g. lowest common
ancestor, etc)
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"
XML Element retrieval - Recap

m Choice of retrieval units can affect the “type” of
retrieval models

m XML retrieval can be viewed as a combination of
evidence problem

m No “clear winner” in terms of retrieval models

We still miss the benchmark/baseline approach
Lots of heuristics

m BUT WHAT SEEM TO WORK WELL:

Element
Document
Size

m Thorough investigation for all ranking models, all
Indexing approaches, and all evidence needed
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"
User aspects

m User study - INEX interactive track

m [ncorporating user behaviour
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" A
Evaluation of XML retrieval: INEX

m Evaluating the effectiveness of content-oriented XML retrieval
approaches

m Similar methodology as for TREC, but adapted to XML retrieval

(to be described later)

METWORK 0F

EXCELLENCE TN
DiGITAL
LIBRARIES
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" S
Interactive Track in 2004

m Investigate behaviour of searchers when
Interacting with XML components

m Content-only Topics

topic type an additional source of context

m Background topics / Comparison topics
2 topic types, 2 topics per type
2004 INEX topics have added task information

m Searchers

“distributed” design, with searchers spread across participating sites
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" o
Topic Example

<title>+new +Fortran +90 +compiler</title>

<description> How does a Fortran 90 compiler differ from a compiler
for the Fortran before it. </description>

0
pilers (they
would have been new when they were introduced), especially
compilers whose source code might be available. Discussion of
people's experience with these features when they were new to them
Is also relevant. An element will be judged as relevant if it discusses
features that Fortran 90 added to Fortran. </narrative>

<keywords>new Fortran 90 compiler</keywords
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Baseline system

in Baseline =earch |

System

query was: text classification naive baves

H REX Results 1 - 10 of 100, s
y Fesult pages: 1234567 890 10 next Inkiachn o tha Funk asen

Search Result

1:({0.247) Scalable Feature Mining for Sequential Data
Maal Lesh Mitsubishi Electric Research Lab Moharmimed J. Zaki Rensselaer Falytechnic Institute Mitsunori
Ogihara University of Rochester
Result path: farticle[1]/bdy[4]f=sec[5]

2:(0.204) Probability and Agents
dMarco G Waltorta University of South Carofing mgv@cse. sc.edu Michas! N, Huhns Univarsity of South
Carofing huhns@sc.edu
Result path: farticle[1]/hdy[4] fsec[3]

3: (0.176) Combining Image Compression and Classification Using Yector Quantization
kKaren L. Oshler Member IEEE Robert M, Gray Fellow IEEE
Result path: farticle[1] /hidy[4] fsec[4] fss1[2] fs=s2[4]
4: (0.175) Text-Learning and Related Intelligent Agents: A Survey
Dunja Miagenic 3. Stefan Institute
Result path: farticle[1]/bm[5] fapp [4] fsec[5]
5:(0.175) Detecting Faces in Images: A Survey

Ming-Hsuan Yang Member IEEE Dawvid 1. Krieqrman Senior Mamber IEEE Narendra Ahuja Fellow IEEE
Result path: farticle[1]/bdy[4] fsec[2] fss1[9]fss2[10]
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"
Baseline system

o

Table of Contents

w 1 Introduction
m 2 Detecting faces in a single image
m 2.1 Knowledge-Based
Top-Down Methods
a 2.2 Bottom-Up
Feature-Based Methods
m 2.2.1 Facial Features
| 2.2.2 Texture
m 2.2.3 8kin Golor
m 2.2.4 Multiple Features
m 2.3 Template Matching
w 2.3.1 Predefined
Templates
w 2.3.2 Deformable
Templates
W 2.4 Appearance-Based
Methods
m 2.4,1 Eigenfaces
W 2. 4.2 Distribution-Based
Methods
w 2.4.3 Neural Networks
m 2.4.4 Support Yector
Machines
m 2.4.5 Sparse Network of
Winnows
m 2.4.6 MNaive Bayes
Classifier
m 2.4,7 Hidden Markov
Model
a 2.4.8
Information-Theoretical
Approach
m 2.4,9 Inductive Learning
m 2.5 Discussion
W 3 Face image databases and
nerfnrmanrce rvaluatinn

-

Close

Aalnd Document

To which extent this piece of information covers your problem or topic of interest:
IUnspecified j submit |

2.4.6 NaiveBayes Classifier

In contrast to the methods in [[107] 1, [[128] ], [[154] ] which model the global appearance of a face,
Schneiderman and Kanade described a MaiveBayes classifier to estimate the joint probability of local appearance
and position of face patterns {subregions of the face) at multiple resolutions [[140] ]. They emphasize local
appearance because some local patterns of an object are more unigue than others; the intensity patterns around
the eyes are much more distinctive than the pattern found around the cheeks, There are two reasons for using a
MaiveBayes classifier {i.e., no statistical dependency between the subregions). First, it provides better estimation
of the conditional density functions of these subregions. Second, a MaiveBayes classifier provides a functional
form of the posterior probability to capture the joint statistics of local appearance and position on the object. At
each scale, a face image is decomposed into four rectangular subregions. These subregions are then projected to
a lower dimensional space using PCA and quantized into a finite set of patterns, and the statistics of each
projected subregion are estimated from the projected samples to encode local appearance. Under this
formulation, their method decides that a face is present when the likelihood ratio is larger than the ratio of prior
probabilities. With an error rate of 93.0 percent on data set 1 in [[128] ], the proposed Bayesian approach
shows comparable performance to [[128] ] and is able to detect some rotated and profile faces. Schneiderman
and Kanade later extend this method with wavelet representations to detect profile faces and cars [[141] ].

4 related method using joint statistical models of local features was developed by Rickert et al. [[124] ]. Local
features are extracted by applying multiscale and multiresolution filters to the input image. The distribution of the
features vectors (i.e., filter responses) is estimated by clustering the data and then forming a mixture of
Gaussians. After the model is learned and further refined, test images are classified by computing the likelihood of
their feature vectors with respect to the model. Their experimental results on face and car detection show
interesting and good results.

To which extent this piece of information covers your problem or topic of interest:
FUnspecified = submit |

Unspecified

Wery useful & Very specific

YWery useful & Fairly specific
Yery useful & Marginally specific
Fairly useful & Yery specifi

Fairly useful & karginally specific
Marginally useful & Very specific
Marginally useful & Fairly specific
Marginally useful & Marginally specific
Contains no relevant information
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Some results

How far down the ranked list?
83 % from rank 1-10
10 % from rank 11-20

Query operators rarely used
80 % of queries consisted of 2, 3, or 4 words

Accessing components
~2/3 was from the ranked list
~1/3 was from the document structure (ToC)

15t viewed component from the ranked list
40% article level, 36% section level, 22% ss1 level, 4% ss2 level

~ 70 % only accessed 1 component per document
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" A0
Document-centric XML retrieval: Conclusions

m SDR — now mostly about XML retrieval

m Efficiency:
Not just documents, but all its elements

m Models
Units
Statistics
Combination

m User tasks

m Link to web retrieval / novelty retrieval
m Interface and visualisation
m Clustering, categorisation, summarisation
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Outline

m Introduction to XML, basics and standards

m Document-oriented XML retrieval

m Evaluating XML retrieval effectiveness
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Evaluating XML retrieval effectiveness

m Structured document retrieval and evaluation

m XML retrieval evaluation
Collections
Topics
Retrieval tasks
Relevance and assessment procedures
Metrics
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" B
SDR and Evaluation

m Passage retrieval

Test collection built for that purpose, where passages in relevant
documents were assessed (Wilkinson SIGIR 1994)

m Structured document retrieval

Web retrieval collection (museum) (Lalmas & Moutogianni, RIAO 2000)
Fictitious collection (Roelleke etal, ECIR 2002; Ruthven & Lalmas JDoc 1998)
Shakespeare collection (Kazai et al, ECIR 2003)

m INEX Initiative (Kazai et al, JASIST 2004; INEX proceedings;
SIGIR forum reports, ...)

“Real” large test collection following TREC methodology
Evaluation campaign
XML
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"
Evaluation of XML retrieval: INEX

m Evaluating the effectiveness of content-oriented XML
retrieval approaches

m Collaborative effort = participants contribute to the

development of the collection

queries
relevance assessments
methodology

m Similar methodology as for TREC, but adapted to XML
retrieval

InilmﬁmforlhnEvalua refrieva

http://inex.is.informatik.uni-duisburg.de/
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Document collections

average average

Year q number number size number element
ocuments elements elements depth

2002-

2004 12,107 8M 494MB | 1,532 6.9

2005 16,819 11M 164MB ¢ ¢

2006- 60

2007 659,388 | 52M (4.6)GB 161.35 6.72

IEEE

Wikipedia
(Denoyer & Gallinari,

SIGIR Forum, June
2006)
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Two types of topics

m Content-only (CO) topics

ignore document structure

simulates users, who do not have any knowledge of the document
structure or who choose not to use such knowledge

m Content-and-structure (CAS) topics
contain conditions referring both to content and structure of the sought
elements

simulate users who do have some knowledge of the structure of the
searched collection
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CO topics 2003-2004

<title>
"Information Exchange", +"XML", "Information Integration"

<[title>

<description>
How to use XML to solve the information exchange (information integration) problem,
especially in heterogeneous data sources?

</description>

<narrative>
Relevant documents/components must talk about techniques of
using XML to solve information exchange (information integration)
among heterogeneous data sources where the structures of participating
data sources are different although they might use the same ontologies
about the same content.

</narrative>
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CAS topics 2003-2004

<title>

[farticle[(./fm//yr ='2000' OR ./fm//yr = '"1999") AND about(., "'intelligent
transportation system'")]//sec[about(.,'automation +vehicle")]

<[title>
<description>

Automated vehicle applications in articles from 1999 or 2000 about
intelligent transportation systems.

</description>
<narrative>

To be relevant, the target component must be from an article on intelligent
transportation systems published in 1999 or 2000 and must include a
section which discusses automated vehicle applications, proposed or
implemented, in an intelligent transportation system.

</narrative>
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NEXI

m Narrowed Extended XPath |
m INEX Content-and-Structure (CAS) Queries

m Specifically targeted for content-oriented XML search
(.e. “aboutness”)

about
about

(Trotman & Sigurbjornsson, INEX 2004)
(Sigurbjoérnsson & Trotman, INEX 2003)
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CO+S topics 2005-2006

<title>markov chains in graph related algorithms</title>

<castitle>//article//sec[about(.,+"'markov chains' +algorithm +graphs)] </castitle>

<description>Retrieve information about the use of markov chains in
graph theory and in graphs-related algorithms.

</description>

<narrative>| have just finished my Msc. in mathematics, in the field
of stochastic processes. My research was in a subject related to
Markov chains. My aim is to find possible implementations of my
knowledge in current research. I'm mainly interested in
applications in graph theory, that is, algorithms related to graphs
that use the theory of markov chains. I'm interested in at
least a short specification of the nature of implementation (e.g.
what is the exact theory used, and to which purpose), hence the
relevant elements should be sections, paragraphs or even abstracts
of documents, but in any case, should be part of the content of the
document (as opposed to, say, vt, or bib).

</narrative>
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Retrieval tasks

m Ad hoc retrieval:

“a simulation of how a library might be used and involves the searching of a
static set of XML documents using a new set of topics”

Ad hoc retrieval for CO topics
Ad hoc retrieval for CAS (+S) topics

m Core task:

“identify the most appropriate granularity XML elements to return to the user,
with or without structural constraints”
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"
CO retrieval task (2002 - )

m Specification:
make use of the CO topics

retrieves the most specific elements and only those, which are relevant to the
topic

no structural constraints regarding the appropriate granularity

must identify the most appropriate XML elements to return to the user

m Two main strategies
m Thorough strategy
m Focused strategy
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Thorough strategy (“2002” - 2006)

m Specification:

“core system's task underlying most XML retrieval strategies, which is to
estimate the relevance of potentially retrievable elements in the collection”

overlap problem viewed as an interface and presentation issues
challenge is to rank elements appropriately

m Task that most XML approaches performed up to 2004 in
INEX.
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Focused strategy (2005 -)

m Specification:

“find the most exhaustive and specific element on a path within a given
document containing relevant information and return to the user only
this most appropriate unit of retrieval”

no overlapping elements

return parent (2005) / child (2006-7) if same estimated relevance
between parent and child elements

preference for specificity over exhaustivity
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CAS retrieval task (2002 - 2004)

m Strict content-and-structure:

retrieve relevant elements that exactly match the structure specified in
the query (2002, 2003)

m Vague content-and-structure:

retrieve relevant elements that may not be the same as the target
elements, but are structurally similar (2003)

retrieve relevant elements even if do not exactly meet the structural

conditions; treat structure specification as hints as to where to look
(2004)
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CAS (+S) retrieval task (2005 -)

Make use of CO+S topics: <castitle>

Structural hints:

“Upon discovering that his/her <title> query returned many irrelevant elements, a user
might decide to add structural hints, i.e. to write his/her initial CO query as a CAS query”

open standards for digital video in distance learning

//article//sec[about(.,open standards for digital video in distance
learning)]

m Two strategies (as for CO retrieval task):

Focussed strategy
Thorough strategy

(Trotman & Lalmas, SIGIR Poster 2006)
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"
Fetch & Browse (2005 - 2007)

m Document ranking, and in each document, element

ranking or set (called Relevant in Context in 2006-7)

OntoSeek: Content-Based Access to the Web
Micola Guarino, Claudio Masolo, Guido Vetere

Bl =ricie[1]
S pl1]
... and precision of content-based retrieval. Our OntoSeelk system adopts ... large
ontology based on WordMet for content matching.
| bay[1]
[ ‘..sec[3] (THE ROLE OF LINGUISTIC ONTOLOGIES)
B A s51[1] (Some advantages)
;. A - pl4]
The retrieval quality improves considerably if ... linguistic ontology such as
WordMet. For example, let's add WordNet to a simple matching ...
;A pl7]

... linguistic ontologies such as WordMet and structured representation
formalisms can help an information-retrieval system to
“secld] (ONTOSEEK)
... of a project on retrieval and reuse of object-oriented ... system designed for
content-based information retrieval from online yellow pages ... mostly resulting from
merging WordMet's thesaurus into the Penman ... broad ontology endowed with
WordMet's powerful lexical interface, which ...

(Courtesy of Sigurbjérnsson)
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Best in context (2006 - 2007)

m Document ranking, and in each document, return the best
entry point

Element from where to start reading

Analysis:
m Mostly not the beginning of the document
m Often the element that is part of the first relevant fragment

(Kamp etal, SIGIR 2007 Poster)
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" B
Relevance in XML retrieval

m A document is If It “has significant and
demonstrable bearing on the matter at hand”.

m Common assumptions in laboratory experimentation:

Objectivity
Tgplcallty article
Binary nature
Independence
XML
s1 s2 s3 retrieval
evaluation
(Borlund, JASIST 2003)
(Goevert etal, JIR 2006) XML retrieval ¢o1 52 XML

evaluation
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(based on Chiaramella etal, FERMI fetch and browse model 1996)

Relevance in XML retrieval: INEX 2003 - 2004

article

L »Topicality not enough

retrieval Binary nature not enough

evaluation ;
*|ndependence is wrong

sl s2 s3

XML retrieval ss1  ss2 XML

evaluation

m Relevance =(0,0) (1,1) (1,2) (1,3) (2,1) (2,2) (2,3) (3,1) (3.2) (3,3)
exhaustivity = how much the section discusses the query: 0, 1, 2, 3

specificity = how focused the section is on the query: 0, 1, 2, 3

m |f a subsection is relevant so must be its enclosing section, ...
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Relevance - to recap

find smallest component (— specificity) that is highly
relevant (— exhaustivity)

. extent to which a document component is
focused on the information need, while being an
Informative unit.

. extent to which the information
contained in a document component satisfies the
Information need.
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"
Specificity dimension 2005 -

continuous scale defined as ratio (in characters) of the highlighted text to

element size.

Uszer undchile | Links | Fool | X-Rai > Demeo pool > ieee > dt = dt/1999 > |
File dt/1999/d1053 o7

TITw WWITL Ly [ = T OIr Sl W Il Whl = o L7 Lol LLvh IIICT=T T T e i T T S e Sl e e ST A

(ASICY. For this purpose, desizners have developed reconfisurable DEAN macros for many
applhcations, prowviding a different configuration for each applcaten Although the many
applications require a wide variety of confisurations, the macro-testing methodology must be
umfied to reduce product-testing costs. This arficle describes cirewtry that helps simplify testing
the embedded-DEAN macro on an ASIC

~TESTING DILEMMA

~ElThe dilemma i testing embedded DEAM arises from differences i character between
ASICs and commodity DEANs. In the case of commeodity DEANs, despite huge amounts of
production, manufacturers produce only a few different products at the same tune §§ As a result,
they can optumzs the testmg methodology for each product. In contrast, compames produce a
large wanety of ASIC products, but the production wolume of each product 15 small Also,
ASICs require a very short tumnaround tune. Therefore, customuzmng the test methodelogy for
each product 15 difficult ASICs require a common test environment that covers all product

variations. |

<Furthermore, since the commodity DEAN 15 a general-purpose product, we cannot specify its
nﬂﬂ“f‘ﬂﬁT durine teetine Thus, testng must cover various kinds of applications and prowide very

@ & ©|® W ¥V 1z result, the commedity DEAD's test time 15 longer than the ASIC's.
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" J
Exhaustivity dimension

Scale reduced to 3+1:

Highly exhaustive (2): the element discussed most or all aspects of
the query.

Partly exhaustive (1): the element discussed only few aspects of
the query.

Not exhaustive (0): the element did not discuss the query.

Too Small (?): the element contains relevant material but is too
small to be relevant on it own.

New assessment procedure led to better quality assessments
(Piwowarski etal, 2007)
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"
Further simplification

m Statistical analysis on the INEX 2005 data:

The exhaustivity 3+1 scale is not needed in most scenarios to compare
XML retrieval approaches

The two small maybe simulated by some threshold length

m [NEX 2006-7 use only the specificity dimension

to “measure” relevance

The same highlighting approach is used
Some investigation being done regarding the two small elements

(Ogilvie & Lalmas, 2006)
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"
Measuring effectiveness: Metrics

m Need to consider:
Multi-graded dimensions of relevance
Near-misses

m Metrics
inex_eval (also known as inex2002) (Goevert & Kazai, INEX 2002)

inex_eval_ng (also known as inex2003) (Goevert etal, JIR 2006)

ERR (expected ratio of relevant units) (Piwowarski & Gallinari, INEX 2003)
XCG (XML cumulative gain) (Kazai & Lalmas, TOIS 2006)
t2i (tolerance to irrelevance) (de Vries et al, RIAO 2004)

EPRUM (Expected Precision Recall with User Modelling) (Piwowarski & Dupret, SIGIR 2006)

HiXEval (Highlighting XML Retrieval Evaluation) (pencevski & Thom, INEX 2005)
(Kamps et al, INEX 2007)
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Book

]

Subsections

Chapters /\

Near-misses

= XML retrieval allows users to retrieve
ﬁ document components that are

| more focused, e.g. a section

/\ of a book instead of an entire book

BUT: what about if the chapter or one the
subsections is returned?

XML SEARCHING = QUERYING + BROWSING
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" J
Near-misses (2004 scale)

XML retrieval allows users to retrieve
document components that are

, €.0. a section
of a book instead of an entire book

BUT: what about if the chapter or one the
subsections is returned?
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Retrieve the XML elements according to content
and structure criteria (2004 scale):

m Most exhaustive and the most specific = (3,3)

m Near misses = (3,3) +(2,3) (1,3) <« specific
m Near misses = (3, 3) + (3,2) (3,1) <« exhaustive

\\\\\\\\\\\\\\\
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"
Two multi-graded dimensions of relevance

m Several “user models”

Expert and impatient: only reward retrieval of highly exhaustive and
specific elements (3,3) — no near-misses

Expert and patient: only reward retrieval of highly specific elements (3,3),
(2,3) (1,3) — (2,3) and (1,3) are near-misses

Naive and has lots of time: reward - to a different extent - the retrieval of
any relevant elements; i.e. everything apart (0,0) — everything apart (3,3)
IS a near-miss

m Use a quantisation function for each “user model”
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"
Examples of quantization functions

Expert and impatient

1 if (e,5)=(33)
0 otherwise

quantsrict(e,s) = {

Naive and has a lot of time

1.00 if (&s)=(33)

075 if (&3)e {(23)(32)@BL)
quanten(e,s)=10.50 if (es)e {13)(22) (1)}

025 if (&s)e {11)(12)}

0.00 if (es)=(0,0)
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1

0.5

0.8

0.7

0.6

0.5

0.4

0.3

0.2

Using “standard” precision/recall

Simulated runs

(Piwowarski & Gallinari, INEX 2003)

T T
ancestors

biggest child ————
parant --------
documeant -———
parfeact ———-

0.8 0.9

Figure 2. Generalised precision-recall. The aocs of abecissas represenis pecall and the
axis of ordinate the precision. Precision are averaged orrer the queries,
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"

Overlap In results

Official INEX 2004 Results for CO topics

OCPNOOMWNED
-]
>

=
©

Systems (runs)

IBM Haifa Research Lab (CO-0.5-LAREFIENMENT)

IBM Haifa Research Lab (CO-0.5)

University of Waterloo (Waterloo-Baseline)

University of Amsterdam (UAmMs-CO-T-FBack)
University of Waterloo (Waterloo-Expanded)
Queensland University of Technology (CO_PS_Stop50K)
Queensland University of Technology (CO_PS 099 _049)
IBM Haifa Research Lab (CO-0.5-Clustering)

University of Amsterdam (UAmMs-CO-T)

LIP6 (simple)

Avg Prec
0.1437
0.1340
0.1267
0.1174
0.1173
0.1073
0.1072
0.1043
0.1030
0.0921
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" A
Overlap in recall-base

100% recall only if all relevant elements returned including
overlapping elements

Frecisior

(Kazai etal, SIGIR 2004)
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Relevance propagates up!

(T

i
CAr—1)
—

N Vi

-l

4
0

~26,000 relevant elements on
~14,000 relevant paths

Propagated assessments: ~45%
Increase in size of recall-base: ~182%
(INEX 2004 data)

(Kazai etal, SIGIR 2004)
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" J
XCG: XML cumulated gain measures

m Based on cumulated gain measure for IR (Kekaldinen and Jarvelin, TOIS
2002)

m Accumulate gain obtained by retrieving elements up to a given
rank; thus not based on precision and recall — user-oriented
measures

m Extended to include a precision/recall behaviour — system-
oriented measures

m Require the construction of
an ideal recall-base to separate what should be retrieved and what are near-misses
an associated ideal run, which contains what should be retrieved
m  with which retrieval runs are compared, which include what is
being retrieved, including near-misses.

(Kazai & Lalmas, TOIS 2006)
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HiXEval - Generalized precision and recall based
on amount of highlighted content

Userdemo | Links | Pool | X-Ral > Demo pool 324 > wiklen > 1-x-x > 181-x
= File 927344

e o T T e e e e T A kR P

Ali Baba

.- Ali Baba

Ali Baba

Ali Baba ( Arabic : Ub e ) is a fictional character described in the adventure tale of " Ali Baba and
the Forty Thieves™ which was added to the traditional collection of The Book of One Thousand and
One Nights by 1its European transcriber, Antoine Galland | an 1 8th-century French orientalist who
had heard it in oral form from a Maronite story-teller from Aleppo . This story has also been used as
a popular pantomime plot.

Story Summary

Ali Baba, a poor woodcutter, happens to see and overhear a large band of thieves - forty in all -
visiting their treasure store in the forest where he 1s cutting wood. The thieves' treasure is In a cave,
the mouth of which is sealed by magic - it opens on the words "Open, Sesame"”, and seals itself on
the words "Close, Sesame". When the thieves are gone, Ali Baba enters the cave himself, and takes
some of the treasure home.

Al TFalhola ok heothor oo edo o

G BE BT & v |
For each element, we derive: For each topic, we derive:

rsize: number of highlighted characters Trel: number of highlighted characters
size: number of characters in collection

cave to take more of the treasure, but forgets the magic

rbmlt his brother's unexpected wealth, and Ali Baba tells
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HiXEval - Generalized precision and recall based on
amount of highlighted content

m Precision at rank r Z_: rsize (e;)
P(r)=12
Zsize (e;)

i=1

m Recall atrankr

R(r)z_l_id-izrl:rsize(ei)

m F-measure at rank r, average precision, MAP, etc

(Pehcevski & Thom, INEX 2005; Kamps et al, INEX 2007)
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Evaluation and INEX - Recap

m Larger and more realistic collection with Wikipedia

m Better understanding of information needs and retrieval
scenarios

m Better understanding of how to measure effectiveness

Near-misses and overlaps
Application to other IR problems

m Who are the real users?
Larsen etal, SIGIR 2006 poster; Betsi etal, SIGIR 2006 poster; Pharo & Trotman, SIGIR Forum 2007.
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Conclusions

m XML Retrieval is still under development
m Technology is also changing

m Major advances in XML search (ranking) approaches
made possible with INEX

m Evaluating XML retrieval effectiveness itself a research
problem

m Many open problems for research
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"
Areas for Open Problems

m DB and IR

Interaction between traditional DB query optimization (query
rewriting) and ranking

m “Old” vs. new IR models

Combination of evidence problem
What evidence to use?

m Simple/succinct vs. complex/verbose QL
Define an XQuery core?
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"
Areas for Open Problems

m Indexing & searching
Efficient algorithms

m [NEX test collection and effectiveness
Too complex?
What constitutes a retrieval baseline?
Generalisation of the results on other data sets

m Quality evaluation (Web, XML)

Who are the users?
What are their information needs?
What are the requirements?
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" J
Beyond XML retrieval

m Focused retrieval
m Aggregated results
m Structural context summarization

m Beyond the logical structure
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